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Abstract. Statistical analysis starts with the assessment of the distribution of experimental data. Different statistics 

are used to test the null hypothesis (H0) stated as Data follow a certain/specified distribution. In this paper, a new 

test based on Shannon’s entropy (called Shannon’s entropy statistic, H1) is introduced as goodness-of-fit test. The 

performance of the Shannon’s entropy statistic was tested on simulated and/or experimental data with uniform and 

respectively four continuous distributions (as error function, generalized extreme value, lognormal, and normal). 

The experimental data used in the assessment were properties or activities of active chemical compounds. Five 

known goodness-of-fit tests namely Anderson-Darling, Kolmogorov-Smirnov, Cramér-von Mises, Kuiper V, and 

Watson U2 were used to assess the performances of H1. 
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